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In this note, we will review Luttinger’s mechanical derivation of thermal transport [1]. Luttinger
takes the charge diffusion and Einstein relation as two limits of the phenomelogical relation of charge
transport. By introducing the scalar gravitation field as a thermal potential and taking such two
limits properly, Luttinger shows that thermoelectric transport coefficients can be determined by that
of the terms proportional to electrical and gravitational potential gradients, which are described by
Kubo-like formula as well.

有情风万里卷潮来，无情送潮归。

—— 苏轼「八声甘州」
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I. INTRODUCTION

The “mechanical derivation” of the Kubo formula for electrical conductivity — by perturbing the Hamiltonian with
well-defined external fields (h̄ = c = 1)

Ĥ 7→ Ĥ + δĤ, Ĥ =

∫
dd+1xA · J , E = ∂tA,

has no ambiguity. However, since temperature enters in condensed matter physics as a conjugate fields in density
matrix ρ̂ = e−βĤ , there exists no such prescription of perturbative Hamiltonian. So without modification there cannot
be any mechanical way of derivation for the thermal transport.

In the second section, we will revisit the derivation of Kubo formula for charge transport in detail. The idea of fast
limit and slow limit will be used in thermal transport. In the third section, we will introduce the potential of thermal
gradient to derive all thermal transport coefficients.

∗Electronic address: xiaodong.hu@bc.edu
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II. REVISIT ON CHARGE DIFFUSION AND EINSTEIN RELATION

A. Perturbative Density Matrix

Let us turn on an arbitrary electro-static (s � 1) potential from t = −∞ in the profile of (for explicitness of the
power of time-dependence)

φ(r, t) = φ(r)est,

then the Hamiltonian of such charged system with the density distribution ρ̂(r) at t = −∞ (without other emphasis
we choose to work in Schrödinger picture) becomes explicit time-dependent

Ĥ 7→ ĤT (t) ≡ Ĥ +

∫
dr ρ̂(r)φ(r, t) ≡ Ĥ + F̂ est, (1)

with the operator F̂ ≡
∫

dr ρ̂(r)φ(r) of NO time-dependence.
In Schrödinger picture all information of time-evolution is contained in states, so the density matrix satisfies

i∂tϱ̂T = [ĤT , ϱ̂T ]. (2)

Since all time-dependence is brought by the source field φ(r, t) = φ(r)est, so up to linear response we can separate
ϱ̂T ≡ ϱ̂ + f̂ est with the operator f̂ of NO time-dependence i∂tf̂ = 0 and i∂tϱ̂ = [Ĥ, ϱ̂] = 0 by assumption of
thermodynamic equilibrium at t = −∞. Inserting all components back into the equation (2), the coefficient f̂ satisfies
(up to φ(r, t), or est)

[Ĥ, f̂ ]− isf̂ = [ϱ̂, F̂ ] ≡ Ĉ. (3)

Claim 1. The solution of operator equation (3) is

f̂ = i

∫ ∞

0

dt e−stĈ(−t), (4)

where the Heisenberg operator Ĉ(t) ≡ eiĤtĈe−iĤt. I have to emphasize here that the notation Ĉ(t) is introduced
just for convenience, which originate from the commutator [Ĥ, f̂ ] when we take the linear approxi-
mation in (3). In fact, the dynamics is still fully-contained in quantum states rather than operators
(Schrördinger picture). And from now on, without ambiguity the special notation O(t) always indicates the
time-evolved operator under the unperturbed Hamiltonian Ĥ.

▷ Direct check:

[Ĥ, f̂ ]− isf̂ = i

∫ ∞

0

dt e−st
(
[Ĥ, Ĉ(−t)]− isĈ(−t)

)
=

∫ ∞

0

dt e−st
(
i∂−tĈ(−t) + sĈ(−t)

)
= −

∫ ∞

0

d(−t) d
d(−t)

(
e−stĈ(−t)

)
= Ĉ(0) ≡ C.

□

The following identity is useful:
Lemma 1. For Gibbis density matrix ϱ̂ = e−βĤ and any operator Ô(t) = eiĤtÔe−iĤt, we have the identity [2]

[ϱ̂, Ô(t)] ≡ iϱ̂

∫ β

0

dλ d
dt Ô(t− iλ). (5)

▷ The integral can be construced as following:

LHS ≡ −e−βĤ
(
eβĤÔ(t)e−βĤ − Ô(0)

)
= −e−βĤ

(
Ô(t− iλ)− Ô(0)

)
≡ e−βH

∫
dλ d

dλ Ô(t− iλ) = RHS.

□
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Therefore, the solution of (3) can be expressed as

f̂ = −ϱ̂
∫ ∞

0

dt e−st
∫ β

0

dλ ˙̂
F (−t− iλ), (6)

where
d
dt F̂ (t) ≡

d
dt

(
eiĤtF̂ e−iĤt

)
= i[Ĥ, F̂ ] = i

∫
dr [Ĥ, ρ̂(r)]φ(r).

B. Kubo Formula

Let us review the rigorous construction of the lattice-level conservation laws from Kapustin and Spodyneiko in [3].
Given the uniformly bounded Hamiltonian H =

∑
p∈ΛHp in the finite region Λ ⊂ Rn, and a U(1) symmetry action

on each Hilbert space of site q with the generator Qq, the local current operator Ĵpq from site p to q is is defined to
satisfy the operator identity

dQq
dt +

∑
p∈Λ

Jpq = 0

with dQq/dt ≡ i[H,Qq]. An appropriate definition for skew-symmetric 1-chain Jpq ≡ −Jqp is

Jpq := i[Hq, Qp]− i[Hp, Qq]. (7)

Similarly, in the smooth limit where current operator is believed to be able to expressed by a single
spatial argument (like Jµ(r) := δS/δAµ(r)), we will defined (or more precisely, constrained) the local
current operator ĵ(r, t) by the local charge conservation

i[ĤT , ρ̂(r)] +∇ · ĵ(r) ≡ 0. (8)

Using the fact that

[ρ̂(x), ρ̂(y)] = ψ†(x)δ(x− y)ψ(y)− ψ†(y)δ(x− y)ψ(x),

we have

[F̂ , ρ̂(r)] ≡
∫

dx[ρ̂(x)φ(x), ρ̂(r)] = 0.

So the operator identity for chrage current becomes simply

i[Ĥ, ρ̂(r)] +∇ · ĵ(r) ≡ 0. (9)

Now the time-derivative in (1) can be switched into

˙̂
F (t) =

∫
dr i[Ĥ, ρ̂(r)]φ(r) =

∫
dr(−∇ · ĵ(r, t))φ(r) = −

∫
dr ĵ(r, t) · (−∇φ) =

∫
dr ĵ(r, t) ·E(r).

And the average charge current (at time t = 0, for example) is

〈ĵa(r, 0)〉T = 〈ĵa(r, 0)〉0 + Tr[f̂ ĵ(r, 0)]est|t=0

=

∫ ∞

0

dt e−st
∫ β

0

dλ
∫

dr′〈ĵb(r′,−t− iλ)ĵa(r, 0)〉0Eb(r′), (10)

where we drop the equilibrium charge current by Bloch theorem (For a modern proof, see [4]) and the thermodynamic
average 〈· · · 〉0 is taken with the t = −∞ density matrix ϱ̂. As a reminescence of Kubo pair [2], the time argument in
the first current operator can be safely moved to the second current operator with opposite sign by cycling the trace.

The general formula (10) gives the response current of an arbitrary spatially varying electric field.
But in experiments, or phenomenologically, we are only concerned with the case when external fields
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vary slowly. Namely, only component with zero momentum will be left after Fourier transformation.
One simple and appropriate1 prescription of such limit is to, first, set the form of the elecro-static potential

φ(r) ∼ φ(q)eiq·r, (11)

then discuss the order of two limits s→ 0 and |q| → 0.
If the system is homogeneous, the current density as reponse should also take form of (11) as the source fields do,

i.e., ĵa(r) ∼ ĵa(q)e
iq·r. In this case we get the familiar result

〈ja(q, 0)〉 =
∫ ∞

0

dt e−st
∫ β

0

dλ 〈jb(−q,−t− iλ)ja(q, 0)〉0Eb(q). (12)

C. Fast/Slow Limit

The average currents have two physical origins — driven by external electrical fields, or induced
from the diffusion of the gradient of charge concentration. So phenomenologically we can write

〈ĵa(r, 0)〉 = σabEb(r, 0)−Dab∇b〈ρ̂(r, 0)〉. (13)

Combining with the quantum average of the charge conservation equation (8), we get, in momentum space

〈ρ̂(q)〉 = iqcσbcEb(q)

s+ qbqcDcb
=

qcqbσcb
s+ qcqbDcb

φ(q), (14)

〈ĵa(q)〉 =
(
σab +Dab

qcqbσcb
s+ qcqbDcb

)
Eb(q). (15)

As is mentioned above, depending on the order of two limits s→ 0 and |q| → 0, we are separated into two regimes:

• Fast (Rapid) Limit s � Dabqaqb: the time-scale determined by s is so small that the system does not have
time to adjust to the external fields so stays to be homogeneous. Under this limit we have

〈ρ̂(q)〉 = 0, 〈ĵa(q)〉 = V σabEb(q).

So comparing with (12) we get the Kubo formula for charge conductivity

σab = lim
s→0

1

V

∫ ∞

0

dt e−st
∫ β

0

dλ 〈ĵb(0,−t− iλ)ĵa(0, 0)〉. (16)

• Slow Limit s� Dabqaqb: the system now has enough time to evolve into the new steady state (determined by
the static external potential) so is in a new equilibrium. Under this limit we must have, from Bloch’s theorem

〈ĵa(q)〉 = 0.

This is true only if the RHS of (15) is zero, giving the Einstein relation:

σab =
qcqbσcb

s+ qcqbDcb
·Dab ≡ aDab. (17)

The charge density of the new equilibrium 〈ρ̂(q)〉 = −V aφ(q) can now be determined by thermodynamics.
Luttinger shows that a = e1/(∂µ/∂n)T .

Note 1. The second part of the phenomenological equation (13) is diffusive since in combination with the
conservation equation (8), it gives the diffusive equation

∂t〈ρ̂(r, t)〉+ ∂a(Dab∂b〈ρ̂〉) = 0.

1 We prefer the form of plane wave just for mathematical reason. It is infinitely differentiable, and we hope it can make the integral
uniformly converge so we can safely discuss the order of two limits.
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So the two time scale we are comparing here are τω ∼ 1/ω and τk ∼ 1/(Dk2). If τω � τk, then we are in the fast
limit; If τω � τk, then we are in the slow limit.

Note 2. Another way to understand these two limits is to construct the most general linear expansion of charge
transport current2 (instead of working in n(r) ≡ 〈ρ̂〉, we prefer to work with dual thermodynamic variable µ(r))

j(r) = −L1∇φ− L2∇µ. (18)

In the fast limit, there is no time for chemical potential to evolve, so ∇µ = 0. Comparing with (12) we get the
Kubo formula for transport coefficient L1. The crucial idea of Luttinger is that, although there is no direct way of
calculation for the (constant) transport coefficient L2, we can let the system evolve into the new equilibrium (slow
limit) such that there is no long a transport current j = 0. In that limit we have ∇µ = ∇φ (see equation (14), or the
next section for a more general discussion). So we can safely identify L1 with L2 even in non-equilibrium as long as
we are considering linear response.

III. THERMALELECTRIC TRANSPORT VIA SCALAR GRAVITATIONAL POTENTIAL

A. Correction to Local Charge/Energy Currents

In analogy with the prescription of charge transport (see the phenomenological equation (13)), where charge density
fluctuation ∇〈ρ̂〉 and charge current 〈ĵa〉 are induced by the space- and time-varying external fields (gradient of external
potentials), we can also introduce a space- and time-varying potential ψ to induce the energy density fluctuation 〈ĥ〉
and energy flows 〈ĵEa 〉. Namely, the coupling with external fields read

Ĥ 7→ ĤT ≡
∫

dr
(
ĥ(r) + ρ̂(r)φ(r) + ĥ(r)ψ(r)

)
est. (19)

The scalar potential ψ is named as gravitational potential by Luttinger simply because the dimension of ĥ/c2 is mass
density.

What is different this time is that, external source fields φ and ψ will alter the definition of charge current
and energy currents. In fact, the correct charge current density Ĵ and energy current density ĴE satisfies (or, are
constrained by)

i[ĤT , ρ̂(r)] +∇ · Ĵ(r) ≡ 0, i[ĤT , ĥT (r)] +∇ · ĴE(r) ≡ 0. (20)

Let us still denote the charge currents and energy currents for φ = ψ = 0 as

i[Ĥ, ρ̂(r)] +∇ · ĵ(r) ≡ 0, i[Ĥ, ĥ(r)] +∇ · ĵE(r) ≡ 0. (21)

Then after inputing the full Hamiltonian density in (20), we get

∇ · Ĵ(r) = −i
∫

dx [ĥ(x) + ρ̂(x)φ(x) + ĥ(x)ψ(x), ρ̂(r)]

= −i
∫

dx [ĥ(x), ρ̂(r)](1 + ψ(x)) ' −i
∫

dx [ĥ(x), ρ̂(r)]× (1 + ψ(r)) = ∇ · ĵ(r)× (1 + ψ(r)),

where in the second line we use the fact that the integral of the density-density commutator [ρ̂(x), ρ̂(r)] is vanishing,
and that the commutator [ĥ(x), ρ̂(r)] is locally bounded around r such that the slowly-varying field ψ(x) can be
approximated as ψ(r) when performing the integral. In the same sense, we have

∇ · ĴE(r) = −i
∫

dx
[
(1 + ψ(x))ĥ(x) + ρ̂(x)φ(x), (1 + ψ(r))ĥ(r) + ρ̂(r)φ(r)

]
= −i

∫
dx [ĥ(x), ĥ(r)](1 + ψ(x))(1 + ψ(r))− i

∫
dx [ĥ(x), ρ̂(x)](1 + ψ(x))φ(r)

2 We distinguish currents into transport one and total one for further consideration of magnetization.
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− i

∫
dx [ρ̂(x), ĥ(r)]φ(x)(1 + ψ(r))

' ∇ · ĵE × (1 + 2ψ(r)) +∇ · ĵ(r)× φ(r),

where the third line is dropped because the total charge commute with the Hamiltonian density [Q̂, h(r)] ≡ 0.
Therefore, up to divergence-free corrections (and up to linear response) the currents operator correction are

Ĵ(r) = (1 + ψ(r))ĵ(r), ĴE(r) = ĵE + φ(r)ĵ(r) + 2ψ(r)ĵE(r). (22)

Note 1. It seems strange to have different coefficients of φ(r) and ψ(r) in the correction of currents in (22) at
the first glance, since at the very beginning they couple in the same way in the Hamiltonian. But such discrepancy
can be explained perfectly at the lattice level [3, 5].

As is shown in (7), the naive construction of charge currents are modified to satisfy the skew-symmetric condition
Jpq ≡ −Jqp. However, for energy currents

dHq

dt +
∑
p∈Λ

JEpq = 0,

we can simply construct it as JEpq := −i[Hp,Hq] to meet the skew-symmetric condiction JEpq ≡ −JEqp. Therefore, for
perturbed Hamiltonian we have

Jφ,ψpq ≡ i[(1 + ψq)Hq + φqQq, Qp]− i[(1 + ψp)Hp + φpQp, Qq] = Jpq − iψq[Hq, Qp]− iψp[Hp, Qq]

=

(
1 +

ψp + ψq
2

)
(i[Hq, Qp]− i[Hp, Qq]) + i

ψq − ψp
2

([Hq, Qp] + [Hp, Qq])

=

(
1 +

ψp + ψq
2

)
Jpq + i

ψq − ψp
2

([Hq, Qp] + [Hp, Qq]) (23)

and

JE,φ,ψpq ≡ −i[(1 + ψp)Hp + φpQp, (1 + ψq)Hq + φqQq] = −i(1 + ψp + ψq)[Hp,Hq]− iφp[Qp,Hq]− iφq[Hp, Qq]

= (1 + ψp + ψq)J
E
pq +

φp + φq
2

Jpq. (24)

In the smooth limit where current operator is writen in single spatial argument (so dist(p, q) < δ), the second term
in (23) is vanishing and we are left with exactly (22).

B. Transport Coefficients Under Fast/Slow Limits

Still writing ĤT ≡ Ĥ + F̂ est where now

F̂ ≡
∫

dr
(
ρ̂(r)φ(r) + ĥψ(r)

)
and ϱ̂T ≡ ϱ̂+ f̂ est, then nothing will change when we solve f̂ up to linear order:

f̂ = −ϱ̂
∫

dt e−st
∫ β

0

dλ ˙̂
F (−t− iλ).

Althogh now we have to make a correction to the current operator as in (22), it can be easily seen that up to linear
response we are still left with the original expression

〈Ĵ〉 ≡ Tr
{
(ϱ̂+ f̂ est)ĵ(1 + ψ)

}
' Tr(ϱ̂ĵ)(1 + ψ) + Tr(f̂ ĵ)est = Tr(f̂ ĵ)est.

Ditto for the energy current

〈ĴE〉 ≡ Tr
{
(ϱ̂+ f̂ est)×

[
ĵE + φ(r)ĵ(r) + 2ψ(r)ĵE(r)

]}
' Tr(ϱ̂ĵE).
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Therefore, inserting the expression of F̂ , we get, similar to (10), that

〈Ĵa(r)〉 ' 〈ĵa(r)〉 =
∫ ∞

0

dt e−st
∫ β

0

dλ
∫

dr′
[
〈ĵb(r′,−t− iλ)ĵa(r, 0)〉0 × (−∂bφ) + 〈ĵEb (r′,−t− iλ)ĵa(r, 0)〉0 × (−∂bψ)

]
,

(25)

〈ĴEa (r)〉 ' 〈ĵEa (r)〉 =
∫ ∞

0

dt e−st
∫ β

0

dλ
∫

dr′
[
〈ĵb(r′,−t− iλ)ĵEa (r, 0)〉0 × (−∂bφ) + 〈ĵEb (r′,−t− iλ)ĵEa (r, 0)〉0 × (−∂bψ)

]
,

(26)

where Bloch theorem for energy currents is also used [6].
Similar to the discussion of equation (18), phenomenologically both charge current and energy currents are linear

combination of {∇µ,∇T,∇φ,∇ψ}. In the fast limit (transport limit), local chemical potential and temperature will
have not enough time to evolve so can be taken as constant (in the origianl equilibrium). So the most general forms
we can write are

〈Ĵa〉 = −L(1)
ab ∂bφ− L

(2)
ab ∂bψ, 〈ĴEa 〉 = −L(3)

ab ∂bφ− L
(4)
ab ∂bψ. (27)

Comparing with (25) and (26), one immediately gets

L
(1)
ab =

∫ ∞

0

dt e−st
∫ β

0

dλ
∫

dr′〈ĵb(r′,−t− iλ)ĵa(r, 0)〉0,

L
(2)
ab =

∫ ∞

0

dt e−st
∫ β

0

dλ
∫

dr′〈ĵEb (r′,−t− iλ)ĵa(r, 0)〉0,

L
(3)
ab =

∫ ∞

0

dt e−st
∫ β

0

dλ
∫

dr′〈ĵb(r′,−t− iλ)ĵEa (r, 0)〉0,

L
(4)
ab =

∫ ∞

0

dt e−st
∫ β

0

dλ
∫

dr′〈ĵEb (r′,−t− iλ)ĵEa (r, 0)〉0.

But this is not the end of the story. The most general constitutive relation of currents also contain terms proportional
to gradients of local chemical potential ∇µ and local temperature ∇T . To obtain the transport coefficients for these
terms, we can borrow the idea we have developed in pure electrical transport. We first consider the slow limit when
the system has enough time to evolve to the new eqiulibrium, from which we can obtain some constraints on the
transport coefficients. Then going back to non-equilibrium state, with these constraint keeping unchanged (up to
linear response).

But what makes the theory tricky this time is that, in the new equilibrium (slow limit) determined by the perturbed
Hamiltonian HT , the definition of local chemical potential and local temperature will change. In fact, we have

Proposition 1. (Equilibrium condition) The local temperature and local chemical potential become

T (r)−1 = β0(1 + ψ(r)), µ(r) = (µ0 − φ(r))(1 + ψ(r)) (28)

in the new equilibrium (slow limit) determined by HT . Equivalently, denoting δA ≡ A(r) − A0 as the variation due
to external fields, we have [7]

δ
(µ
T

)
= −φ(r)

T0
, δ

(
1

T

)
=
ψ(r)

T0
, (29)

▷ One important thing is that, in contrast with the conceptual thermodynamic variables {T, µ}, only
local charge density n(r) ≡ 〈ρ̂〉 and local energy density ε(r) ≡ 〈ĥ〉 is experimentally measurable! In fact,
we first assume the expression of the local entropy density s(ε(r), n(r)) keeps the same when we switch from the
original thermodynamic eqiulibrium to the new equilibrium (the accuracy is of O((∇φ)2,∇φ∇ψ, (∇ψ)2)), then we
define the local temperature and chemical potential in the usual sense:

T−1(r) :=
∂s

∂ε

∣∣∣∣
n

, µ(r) := −T (r) ∂s
∂n

∣∣∣∣
ε

. (30)

The prescription of Luttinger tells that the new equilibrium density matrix takes the form of

ϱ̂T ∝ exp
{
− β0

∫
dr

[
(1 + ψ(r)ĥ(r) + φ(r)ρ̂(r)− µ0ρ̂(r)

]}
.
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In new thermodynamic equilibrium, the functional Φ ≡ S − β0(ET − µ0N) reaches its maximum, where S =∫
dr s[ε(r), n(r)], ET = 〈ĤT 〉, and N = 〈N̂〉. Then δΦ/δε = δΦ/δn = 0 and the definition (30) give exactly

the identities (28), respectively. □

Corollary 1. Since the local temperature and local chemical potential satisfy the identities (29) in new equilibrium,
the gradient expansion of the charge current and energy current must also match such rules in the slow limit. Namely,
the most general expansions3 we can write in slow limit are,

〈Ĵa〉 = L
(1)
ab

[
−∇φ− T∇

(µ
T

)]
+ L

(2)
ab

[
−∇ψ + T∇

(
1

T

)]
, (31)

〈ĴEa 〉 = L
(3)
ab

[
−∇φ− T∇

(µ
T

)]
+ L

(4)
ab

[
−∇ψ + T∇

(
1

T

)]
. (32)

Up to linear response, the slow-limit expansion (31) and (32) is kept even in non-equilibrium states. Therefore the
thermoelectric transport coefficients can be determined by that of the terms proportional to ∇φ and
∇ψ, which is expressed in Kubo formula in (27).

[1] J. Luttinger, Physical Review 135, A1505 (1964).
[2] R. Kubo, Journal of the Physical Society of Japan 12, 570 (1957).
[3] A. Kapustin and L. Spodyneiko, Physical Review B 101, 045137 (2020).
[4] H. Watanabe, Journal of Statistical Physics 177, 717 (2019).
[5] Y. Xu, (private communication) (2021).
[6] A. Kapustin and L. Spodyneiko, Physical review letters 123, 060601 (2019).
[7] N. Cooper, B. Halperin, and I. Ruzin, Physical Review B 55, 2344 (1997).

3 Any extra terms like L(5)
ab ∇φ and L(6)

ab ∇ψ will violate the requirement that transport charge/energy currents vanish in (new) equilibrium.


